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Abstract— Cyber security is a serious issue in cyberspace. 
Thousands of zero-day attacks are constantly evolving due to the 
addition of various protocols on the Internet of Things. On the 
other hand, using deep learning in various information security 
fields has been successful. Also using deep learning to detect an 
attack in cyberspace is a flexible mechanism for detecting new 
attacks. In this research, we introduced a distributed penetration 
system for the Internet of Things, which used Apache Spark and 
also an expert system for optimal performance. The proposed 
model is compared with the suggested architecture of a 
distributed attack detection scheme using the deep learning 
approach for the Internet of Things. Also, the effectiveness of the 
proposed deep learning against the shallow learning algorithms 
for detecting attacks on the Internet of Things is evaluated. The 
results indicated that the proposed approach is more optimal in 
accuracy, learning speed and memory consumption in compare 
to another discussed method. 
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1. Introduction 
 

Network security is an actual necessity  with the widespread 
use of the Internet [1]. The Internet of Things has created a lot 
of expectations because of the ability to turn physical objects 
of different application domains into Internet hosts. However, 
attackers may also use the great potential of the Internet of 
Things like a new way of violating the privacy and security of 
users [2]. Therefore, security solutions for the Internet of 
Things must be developed. Intrusion Detection System (IDS) 
and Intrusion Prevention System (IPS) are one of the most 
important security tools for the Internet of Things [3]. The 
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Intrusion detection system means identifying inappropriate, 
false, and abnormal activities. The purpose of the intrusion 
detection system is to determine if an unauthorized computer 
system or network is being used [4]. Intrusion prevention 
systems are considered to be an enhanced status of intrusion 
detection systems. The main difference between these systems 
and intrusion detection systems is that these systems can 
prevent or stop malicious activities [5]. Managing intrusion 
detection systems is also a challenge for network 
administrators and users. Therefore, IDS management in The 
Internet of Things cannot be depended on continuous human 
intervention. Therefore, researchers should propose automatic 
methods for IDS alerts in The Internet of Things. 

 One of the mechanisms for creating security on the Internet 
is the use of a secure and intelligent architecture to deal with 
threats automatically. Therefore, the purpose of this study is to 
introduce an efficient, scalable and intelligent security 
architecture to deal with attacks on The Internet of Things. Our 
architecture is based on cloud computing. In a cloud-based 
structure, resources are available to the cloud service provider 
and users access it remotely. Remote processing is done in this 
way that the data and other elements are transmitted to the 
cloud by the user and the processing result is sent to the user 
[6]. 

 Cloud computing not only minimizes the cost and 
limitations of automation and computing by a single computer 
but also reduces the cost of maintaining infrastructure, 
optimizing its management and providing users with access to 
them. The advent of cloud computing technology is a useful, 
scalable, and cost-effective solution to the challenges of using 
big data in a variety of applications [7]. One of the main issues 
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that we have to consider when we are using cloud is its security 
and protection. A survey on intrusion detection systems for 
cloud computing is presented in [8]. 

The solution proposed by scientists to better utilize cloud 
computing and the Internet of Things is the integration of both 
new technologies. Cloud computing can offer an effective 
solution for managing and interconnecting the Internet of 
Things. It can also be used to run applications and services 
where things or data are extracted from them [9]. On the other 
hand, Cloud can use the Internet of Things to develop realms 
to deal with real-world things in most distributed and dynamic 
situations and to deliver new, real-life scenarios on a large 
scale. 

 n fact, the cloud facilitates the flow of data between data 
collection and processing of things on the Internet, and it has 
the ability to set up and integrate new things quickly while 
maintaining low costs for deployment and processing of 
complex data. As a result, the decision-making and prediction 
of the data-driven algorithms can be at a low cost by providing 
a method for increasing revenue and risk reduction [10]. 

Due to the high amount of data and rules, we used deep 
learning.  Increasing the diversity of attacks raises the limits of 
modeling of signatures. Machine learning provides a way of 
developing the Internet of Things [11]. Its a kind of artificial 
intelligence that enables machines to learn, without explicit 
programming [12]. Deep learning is a subcategory of machine 
learning based on a set of algorithms that attempt to model 
high-level abstract concepts in the data. It helps to model the 
processes using a deep graph that has multiple processing 
layers consisting of several layers of linear and nonlinear 
transformations. In other words, its foundation is based on 
learning to display knowledge and features in the model layers 
[13]. Using deep learning to detect attacks on computer 
networks, due to feature extraction, can be a flexible 
mechanism for small jumps or new attacks. The ability to self-
learning and compression in deep learning is the key to 
discover the hidden patterns in training data and discriminating 
attacks from optimistic traffic. The main advantage of deep 
learning is the lack of use of manual techniques and also, 
unsupervised compression can allow it to be used in resource 
constraint networks. This means that deep learning has the 
ability for self-learning of results in higher accuracy and faster 
processing [14]. 

The overall structure of the paper is as follows: Section two 
covers related works. Section three describes the proposed 
method. Section four involves simulating, evaluating and 
comparing the proposed method with the related works and 
section five contains conclusions and suggestions. 

 
2. Related works 
 

In this section, we review the literature for detecting attacks 
on the Internet of Things. 

Raza et al. (2013) design, implement and evaluate a new 
intrusion detection system for The Internet of Things called 
SVELTE. SVELTE is a hybrid IDS whose goal is to provide a 
satisfactory balance between the cost of signing-based storage 
and the cost of calculation based on an abnormal behavior 
approach. In their work, the host router is responsible for 
detecting Intrusion by analyzing network RPL data. The 
SVELTE detects malicious nodes [15]. 

Thanigaivelan et al. (2016), presents a distributed internal 
anomaly detection system for The Internet of Things:  An IDS 
that assign various responsibilities to the border router and 
network nodes. The IDS module running in a node checks the 
nodes neighbors and when an event is detected, the node sends 
a report to the IDS module on the border router. Next, the 
border router module performs the final decision by 
communicating notifications from different nodes. This 
system uses fingerprinting on the network to be aware of 
changes in network topology and node positions without any 
help from a positioning system [16]. 

 Diro  et al. (2018) proposed a distributed deep learning-based 
system for network attack detection in The Internet of Things. 
This research is aimed at adopting a new approach, deep 
learning, to provide cyber security and enable the detection of 
attacks in the Internet of Things. The fog nodes are responsible 
for training models and hosting attack detection systems. The 
coordinating master node should be in place for collaborative 
parameter sharing and optimization. The benefits of this 
approach are the acceleration of data training near to the source 
and the gain of updated parameters from neighbors. The master 
node updates the parameters and propagates them back to the 
worker nodes. This sharing scheme results in better learning as 
it enables to share best parameters and avoids local overfitting 
[17]. 

Cervantes et al. (2015), suggested a solution called INTI 
(Intrusion detection of Sinkhole attacks on 6LoWPAN for The 
Internet of Things), to identify sinkhole attacks on the routing 
services in The Internet of Things. At first, nodes are classified 
as a leader, dependent nodes or members, and constitute a 
hierarchical structure. Each node's role over time can be 
changed due to a network reset or an attack event. The system 
detects the attackers by analyzing the behavior of devices. The 
INTI showed a low false positive and false negative rate in 
compare to SVELTE. The authors do not discuss the effect of 
this solution on low-power nodes [18]. 

Haddadi et al. (2018) presented a novel, cooperative system 
between the home gateway and the Internet Service Provider 
(ISP) to provide data-driven security solutions for detecting 
and isolating The Internet of Things security attacks. This 
approach is based on a combination of powerful machine 
learning techniques on traffic traces and the edge processing 
techniques to provide efficient, yet privacy-aware The Internet 
of Things security services. Their systems, SIOTOME, is an 
architecture to monitor an The Internet of Things network, 

https://ieeexplore.ieee.org/author/37085545789
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providing user security and privacy, despite potentially 
vulnerable or compromised devices [19]. 

 Pandyswari and Kumar (2016) presented the use of machine 
learning in intrusion detection. Their methodology is based on 
the analysis of virtual network traffic, which is gathered in 
normal and abnormal conditions. This work proposes an 
anomaly detection system that uses a hybrid algorithm which 
is a mixture of the Fuzzy C-Means clustering algorithm and 
Artificial Neural Network (FCM-ANN) to improve the 
accuracy of the detection system. The proposed system is able 
to detect the anomalies with high detection accuracy and low 
false alert rate [20]. 

 Some other articles that used machine learning to detect 
attacks are as follow: 

Lee et al. (2006) determine the characteristics of the normal 
network behavior using math rules, such as unions and 
associations rules. The conflict with these rules indicates 
attacks on the network [21]. Zhang et al. (2008) used a random 
forest algorithm for automatic attack patterning [22]. Mabou 
et al. (2011) used the Fuzzy class-association rules extraction 
to detect attacks using genetic network programming [23]. 
Khor and colleagues (2012) proposed a dualization algorithm 
in which rare classes of educational data are separated and 
cascaded classes are trained to control rare attacks and other 
cases [24]. 

 

3. The Proposed approach 

Deep learning can dramatically improve performance in the 
training of large models. On the other hand, training large 
models can be very time-consuming. Hence, we proposed an 
architecture to accelerate deep network training. On the other 
hand, the final classification accuracy improves significantly 
when the number of training examples increases. In recent 
years, using expert systems has made significant progress. 
This architecture has led to an improved application 
optimization using learning and inference algorithms. One of 
the main capabilities of the proposed method is using an expert 
system and its application in the prevention system. In fact, our 
expert system used the proposed optimal deep learning 
algorithms to provide its rules. The deep learning parameters 
are set to have the highest accuracy and minimum error as well.  

In this paper, we describe a distributed approach: using 
massive clusters in machines that distribute training and 
inference in deep networks. This leads to a desirable response 
to attacks. In this approach, the workers’ nodes are responsible 
for training models. They are also a host for intrusion 
prevention systems in the Internet of Things. The master node 
is used to share and optimize parameters. The benefits of this 
research are the autonomy of detecting local attacks. They also 
accelerate training models using optimizing local parameters 
at the workers. Fig. 1 demonstrates a general architecture of 
our parallel and distributed intrusion prevention system. 

This architecture provides a model in the form of a master-
worker for synchronizing and communicating under master 
management. Here, we combine an optimal deep learning 
algorithm with expert system techniques to design and 
implement distributed training on a large scale. Our 
experiments show the results in a confrontation with attacks on 
a large scale for The Internet of Things. We present two main 
findings: The proposed deep learning algorithm that can 
increase the accuracy and reduce the error. Using an expert 
system also leads to automation of confronting the attack 
operation. On the other hand, an expert user monitors the 
system and model to correct it if it performs inappropriately. 

 
Fig. 1. The proposed Intrusion Prevention System on the Internet of 
Things. 

Our Focus is to optimize the fully connected deep learning 
technique to train very large models. We believe that 
multilayer architecture is effective to overcome computing 
attack detection. 

 

4. Distributed model 

  To facilitate the training of large learning networks, an 
architecture is used to support distributed computing. In each 
layer calculations, data, and transferable parameters are 
defined. For large models, there are several distributed 
workers, each of which is responsible for supporting a number 
of things on the Internet of things. Each worker can use all the 
cores in parallel to conduct deep learning calculations. The 
workers also manage communication, synchronization and 
data transfer during training and inference. This parallelism is 
defined in the deep learning algorithms. 

 The used architecture is a small version of parallel 
execution. This approach enables us to process training 
samples in different models at workers simultaneously. They 
also combine the results to optimize the target performance 
sequentially. Adam is a method of training deep learning 
networks. It updates weights and bias. The basic approach is 
as follows: 



Mohadeseh Mir et.al/Information Sciences and Computer Engineering, Vol.1 No.1, (2023) 21-26                                  23 
 

 Each worker receives data from things in the Internet of 
Things. The worker nodes include a database and an expert 
system. The data from the sensors of the Internet of Things are 
aggregated into the workers’ database. Fig. 2 shows the 
structure of the expert system in each worker. 

In the knowledge base, the rules are obtained from applying 
deep learning algorithms to the database. In this operation, 
first, the parameters are selected randomly. Due to feature 
extraction, deep learning can use a flexible mechanism in 
Cyberspace to detect new attacks. In this approach, this 
algorithm is fully connected. Relu is an activity function that 
is used in each layer. Here, Adam optimizer has been used to 
reduce the cost function. The deep learning algorithm includes 
150 neurons in the first layer, 100 in the second, 50 in the third, 
and in the last layer, the neurons are equal to the class number. 
This class number is applied for classification by softmax 
regression. This model has 16 epochs. To avoid the overload 
problem, Dropout is placed in each layer. In order to detect the 
type of attacks, we classified the algorithm output in two 
modes: At first, we classified two classes: (Attack, Normal) 
and in the latter case into four classes (DOS.R2L, U2R, Probe, 
Normal).  

Fig. 1. Implementing prevention mechanism using Expert System. 

The inference engine does the attack detection and 
confronting operations using the rules obtained from the 
database and the facts in the working memory. If an attack is 
detected, it sends a signal to block the device. The expert 
system provides the user with the status of all the devices on 
the Internet of Things. In each worker, the parameters of this 
algorithm are sent to the master. These parameters include 
weights, bias and training data. The master node uses the Deep 
learning algorithm and Adam method to calculate the gradient 
descent. It checks the local parameters and weights received 
from the workers. Next, it obtains the optimal parameters that 
have lower cost functions. This sharing scheme improves 
learning and enables it to share the best parameters to avoid 
overfitting. The master broadcasts the updated weights and 
biases the entire workers. The workers update their weights 
and biases and apply the learning algorithm based on them. 
Each worker uses the Adam method. It also obtains the optimal 
parameters with a lower cost function of new data. Therefore, 
the new parameters and data return to the master and this 

process continues repeatedly. Therefore, the higher accuracy 
and the lower error rate are achieved with the pass of time and 
more data. 

 Dividing the data into several machines accelerate the 
operation. As a result, the network overhead decreases and less 
work needs to be done on every worker. This method is 
suitable for the efficient use of the storage and computing 
resources of the Internet of Things. It provides quick response 
time as well. 

 

5. Evaluation 

5.1 Simulation environment 

For this research, we use the Python programming language, 
Apache Spark for parallel and distributed processing. The 
keras library has been used to implement the deep learning 
algorithm and the pyknow for the expert system. Also, we used 
the NSL-KDD dataset [25]. 

The NSL-KDD collection is an optimal and reduced version 
of the KDDCUP99 dataset. The NSL-KDD dataset consists of 
125973 records of training and 22544 records of the test. Each 
includes 41 features, such as duration, protocol, source bytes, 
destination bytes, traffic type, etc [26]. The Attacks are 
categorized into four main groups as shown in Table 1. 

Table 1. Category of attacks in the NSL-KDD database. 
Attack Description 

DOS The attacker sends a large number of requests to a host. 

U2R The attacker tries to find an unauthorized hypothetical 
external machine to access the root of the system. 

R2L The attacker tries to use control system of a foreign 
machine through the network as a local user. 

Probe The attacker is trying to find information about the 
machines and network services for the purpose of 
searching. 

 

 

5.2 Results 

Accuracy (Acc) in Eq. (1), Discovery Rate (DR) in Eq. (2) 
and False Alert Rate (FAR) in Eq. (3) are selected for the test 
data set. These are important metrics to determine the precision 
of attack detection. 

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇

          (1) 

𝐷𝐷𝐷𝐷 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

            (2) 

𝐹𝐹𝐹𝐹𝐹𝐹 = 𝐹𝐹𝐹𝐹
𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇

           (3) 

Where TP is true positive, TN is true negative, FP is false 
positive, FN is false negative. 
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The experiment we have done are for two purposes:  (1) 
Comparison of the results of the distributed attack detection in 
the proposed approach with a similar one in the paper by Diro 
et al [17].  (2) Evaluating the effect of deep model versus the 
shallow model for detecting attacks on the Internet of Things. 
The shallow model is the same as the deep model while it does 
not have the middle layers. 

In the first attempt to evaluate the model performance, the 
dataset is categorized into 2 classes (Attack, Normal) and then 
into 4 classes (Normal, Dos, Probe, R2L.U2R). The minority 
U2R and R2L have been merged to form a R2L.U2R. Before 
training the network, the categorical features have been 
encoded into discrete features using 1-to-n encoding 
technique. As a result, we obtained 123 input features and one 
label. The system uses preprocessing technique for both 
training and test. Finally, 122 non-labeled normal input 
features have been given to deep learning algorithms. 

 In the evaluation, the classification accuracy and other 
metrics demonstrate the effectiveness of our design versus the 
shallow models in the Internet of Things and also our IPS 
system based on the expert system versus the IDS proposed in 
Diro et al’s [17]. The two approaches are compared in two 
modes, the shallow and deep model. Table 2 shows the 
comparison for Normal and Attack classes results 
demonstrates a better performance for our proposed model in 
compare to Diro et al, both in shallow and deep models. In this 
comparison, both accuracy and discovery rates have increased 
and the false alert rate has decreased by almost half. 

Table 3 evaluates these two architectures. It categorized data 
into four classes of DOS, R2L.U2R, Normal, and Probe in two 
models of a shallow and deep. Also, the accuracy and 
discovery rate of the proposed architecture improved 
considerably in the deep model. The false alert rate has 
decreased in both the shallow and deep models in compare to 
the Diro et al’s [17] approach. 

In order to achieve e optimal performance, Diro et al. model 
train their system in 50 epochs, while we did the same training 
in 16 epochs which indicates an increase in the speed of the 
system learning. Also, the results show that our algorithm has 
less memory usage. As it is shown in Tables 2, 3, 4 and 5, the 
deep model performance is better than shallow model for 
training and prediction accuracy. It also has better performance 
in discovery and false alert rate as well. Also, the cost function 
(Loss) is downgraded considerably. 

Table 2. The Results of our proposed model and Diro et al’s approach 
(2-Class). 

Method Model Accuracy 
Classes (%) 

Discovery 
Rate (%) 

False 
Alert 
Rate 
(%) 

The 
proposed 
model 

Deep 
model 

99.47 
 
 

99.36 
 
 

0.39 
 
 

Shallow 
model 

96.58 96.69 3.53 

Diro et al Deep 
model 
Shallow 
model 

99.20 
 
 
95.22 

99.27 
 
 
97.50 

0.85 
 
 
6.57 

Table 3. The results of the proposed and Diro et al’s approach (4-
Class). 

Method Model Accuracy 
Classes 
(%) 

Discovery 
Rate (%) 

False 
Alert 
Rate 
(%) 

The 
proposed 
model 

Deep 
model 
Shallow 
model 

99.72 
98.34 

99.44 
96.70 

0.35 
2.45 

Diro et al Deep 
model 
Shallow 
model 

98.27 
96.75 

96.50 
93.66 

2.57 
4.97 

Table 4. Comparison of the deep and shallow model in the proposed 
approach (2-class). 

Model Training 
Accuracy 
(%) 

Loss (%) Training 
Time (s) 

Estimated 
Time (s) 

Deep 
model 
 

98.83 
 

3.16 
 

223.73 
 

1.74 
 

Shallow 
model 

95.48 13.01 43.54 0.59 

Table 5. Comparison of the deep and shallow model in the proposed 
approach (4-class). 

 

5. Conclusion and future work 

 In this study, we proposed a distributed intrusion prevention 
system using deep learning and expert systems. The results 
show the success of deep learning, machine learning and 
artificial intelligence in cyber security. This system designed 
to detect and confront the attacks in a distributed architecture 
of The Internet of Things such as smart cities. In the process 
of evaluation we calculated the accuracy, discovery rate, false 
alert rate and other metrics to demonstrate the effectiveness of 
the proposed approach. This approach can detect cyberattacks 
better than the compared system. The suggested deep learning 
algorithm uses less memory, makes learning faster, and the 
false alert rate is reduced greatly. In addition, it is more 
accurate than shallow model. Due to the sharing of parameters, 
the local minimum in the training of the algorithm is resolved 

Model Training 
Accuracy 
(%) 

Loss 
(%) 

Training 
Time (s) 

Estimated 
Time (s) 

Deep model 
Shallow 
model 

99.38 

97.73 

1.68 

6.41 

208.09 

81.06 

1.76 

0.92 
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considerably. Also, we have used the expert system for our 
model so if improper function is performed, or a malicious 
device- is operating, mainly in zero-day attacks, so the expert 
system will detect and gives automatically appropriate 
response quickly and more effectively. 

In the future, this system can be used for other databases and 
implemented with other deep learning and machine learning 
methods.  
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